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# 摘要

最近，SpecAugment，一种直接作用于输入语音谱图的自动语音识别增强方案，在提高端到端网络在公共数据集上的性能方面显示出了非常有效的效果。在本文中，我们通过研究其在Google多域数据集（Narayanan等人，2018）中的应用，证明了其在大规模数据集任务中的有效性。在训练声学模型时，我们将原始训练数据与SpecAugment和噪声扰动的训练数据混合在一起，从而在所有的测试域中实现改进。我们还引入了SpecAugment的一个修改，它根据话语的长度调整时间掩码的大小和/或多重性，这可能有利于大规模任务。通过使用自适应掩蔽，我们能够进一步提高LibriSpeech上的Listen，attent和Spell模型的性能，在test clean上提高2.2%，在test other上提高5.2%。

*索引扩展*-端到端语音识别，数据增强，多域训练

# 1导言

在自动语音识别（ASR）中，数据增强是提高泛化性能的一种成功方法。最近，SpecAugment[1]作为一种直接增强输入语音谱图的增强方案，在960h Librispeech和300h交换台数据集上显示出惊人的提高ASR网络性能的效果。出现的一个自然问题是SpecAugment的有效性是否适用于大规模任务。
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表1。各种形式扩充的结果。

|  |  |
| --- | --- |
| 数据扩充 | 性能 |
| 多方式培训（MTR） | 基线 |
| 没有 | 更糟 |
| 规格增大 | 更好[[1]](" \l "_ftn1" \o ") |
| 规格+地铁 | 更糟 |
| 混合规格和MTR | 更好 |

如表1所示，我们比较了在干净数据、应用MTR的数据、应用SpecAugment的数据、同时应用SpecAugment和MTR的数据以及混合SpecAugment和MTR数据时网络的性能。我们发现，SpecAugment应用于干净数据时，在所有自然测试集上的性能都优于基线，而在通过MTR测试话语获得的合成测试集上的性能更差。令我们惊讶的是，在MTR之上应用SpecAugment会降低大多数域的性能。同时，通过混合spec增强数据和MTR数据，我们能够在所有领域实现改进。

SpecAugment需要的额外计算资源可以忽略不计，不需要额外的音频数据，可以在线应用，因此随着训练集变得越来越大，它具有很高的可伸缩性。因此，我们的结果表明，SpecAugment可以被认为是一个严重的替代更复杂的资源密集型扩增方法。

具体策略包括频率询问、时间掩蔽和时间扭曲。文[1]中考虑的增广策略具有固定数量的时间掩码，而与话语的长度无关。在跨多个领域的大规模任务中，我们期望话语的长度会有很大的差异。因此，我们引入了自适应时间掩蔽，其中时间掩蔽的数量和/或时间掩蔽的大小根据输入的长度而变化。我们在googlemultido上试验了几种自适应策略-

|  |
| --- |
| 2020年IEEE。允许个人使用此材料。在任何当前或未来的媒体中，所有其他用途必须获得IEEE的许可，包括为广告或促销目的重新印刷/重新发布本材料，创建新的集体作品，转售或重新分发到服务器或列表，或在其他作品中重新使用本作品的任何受版权保护的部分。 |

主数据集和LibriSpeech 960h[4]。到目前为止，我们还没有

在Google多域数据集上发现了性能优于vanilla SpecAugment的自适应时间策略。同时，我们发现，相对于[1]，LibriSpeech上的自适应策略可以提高性能，因为我们能够训练一个Listen、attent和Spell[5]网络，使其在测试clean时的性能提高2.2%，在测试other时的性能提高5.2%。

1.1. 相关工作

关于ASR中的增强有大量的文献，我们在这里只调查了其中的一部分。文献[6,7]研究了低资源语音识别任务中的人工数据增强。[8]在ASR数据增强的背景下引入了声道长度扰动，并在[9]中作了进一步探讨。在[10]中，噪声音频信号被用于增强。速度扰动[11]是语音数据增强的一个组成部分。工作[3]研究了使用声学室内模拟器的效果。论文[12，13]研究了数据增强在关键词识别中的应用。[14,15]中的特征退出已用于训练多流ASR系统。在CNN ASR网络的背景下，对输入频谱图的频率通道的系统性遗漏进行了研究[16,17]。我们在引言中对SpecAugment[1]进行了评论。

数据扩充也成功地应用于大规模工业数据集。如前所述，多风格训练（MTR）是一种流行的技术，使用室内模拟器将干净的音频与背景噪声相结合[3]。MTR已成功应用于基于HMM的系统[18,19]和端到端LAS模型[5,20,21]。一个自然的问题是SpecAugment如何与MTR这样的现有数据增强技术进行比较或补充，尤其是在大规模数据集上。

我们在本文中的贡献有三个方面：

1.    我们将spec扩展到大型工业数据集。我们比较了现有的地铁数据增强，并提出了我们可以如何改进它。

2.    我们证明SpecAugment提高了流模型的性能。

3.    提出了一种自适应的SpecAugment算法，其时间掩蔽度与输入序列长度相适应。

2spec增强与自适应掩蔽

在本节中，我们将简要回顾SpecAugment，并介绍其自适应变体。通过时间扭曲、频率掩蔽和时间掩蔽三种基本增强策略的组合，得到了一种spec增强策略。我们将频谱图的时间和频率维度表示为和。*τν*

1.   带参数的时间扭曲：位移从−W到的均匀分布中选择。从时间间隔[W，τ−W]中选择一个起点。定义线性翘曲函数W（t），使起点映射到点+W，且边界点=0和=τ−1固定：*W型w型W型w型*0 *w型*0 *w型*0 *t型t型*
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扭曲的定义使得扭曲特征（t）（在我们的例子中，对数mel频率系数）在时间上与原始特征（t）通过扭曲（W（t））=xorig（t）相关。**xxx号**弯曲*t型*原始

我们注意到，在[1]中提出的时间扭曲的原始实现，出于所有实际目的，等同于这个替代定义。

2.   带参数的频率掩模：掩模尺寸从0到0的均匀分布中选择。然后屏蔽连续的对数mel频率通道[f0，f0+f），其中从[0，ν−f]中选择。*F级f级F级f级*0

3.   带参数的时间掩模：掩模尺寸从0到0的均匀分布中选择。连续时间步[t0，t0+t）被掩蔽，其中从[0，τ−t）中选择。*T型t型T型t型*0

[1]中的SpecAugment策略由应用这三个扩展的固定次数组成。

在包含不同输入域的大规模数据集中，我们期望输入音频的长度会有很大的差异。因此，固定数量的时间掩蔽对于此类任务可能是不够的，因为时间掩蔽对于较长的话语可能太弱，或者对于较短的话语可能太严重。因此，我们介绍了两种不同的方法，时间掩蔽可以根据光谱图的长度进行自适应：*τ*

1.   自适应多重性：时间掩码的个数或多重性设置为＝⌊pM·τ⌋，表示多重性比率。*米*t型面罩*米*t型面罩*下午*

2.   自适应大小：时间掩码参数设置为=⌊pS·τ⌋大小比。*T型pS公司*

在本文中，当使用自适应时间掩蔽时，我们将时间掩蔽的数量限制为20个，这是由*米*t型面罩

*米*t型面罩=最小值（20，⌊pM·τ⌋）。

# 三。实验

3.1. 藏语960h

## 3.1.1. 设置

我们对librispeech960h的设置基于[1]。我们使用的是LAS-6-1280型号的那项工作，训练计划是“L”（ong）。我们将浅层融合[22]与LSTM语言模型（LM）结合使用，该模型具有两个融合参数——LM权重和覆盖惩罚[23]。在这项工作中，我们使用了一个宽度为4096的三层LSTM，在dev set转录本上产生了63.6的wordlevel困惑。我们使用网格搜索调整dev集上的融合参数，并将其应用于测试集以报告最终结果。

## 3.1.2. 自适应扩展策略

我们比较了三种增强策略。基准策略是[1]中创造的“LibriSpeech Double”策略。此策略有两个频率掩码=27，两个时间掩码=100，在时间扭曲=80后应用。让我们介绍一个手工构建的自适应策略，我们称之为LibriFullAdapt。此策略有两个频率掩码应用，分别为=27和时间掩码，其中自适应多重性和大小分别为=0.04和=0.04，时间扭曲应用于=80。*F级T型W型F级下午pS公司W型*

## 3.1.3. 结果

我们在表2中列出了培训的结果。我们发现自适应策略的性能优于固定策略，并且在与语言模型进行浅层融合之前和之后都观察到了性能的提高。

表2。LibriSpeech 960h WERs（%）。
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![](data:image/gif;base64,R0lGODlhmQABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACZAAEAgAAAAAAAAAIORI6py+0PGZg02ovzAQUAOw==)

                                                         清洁其他清洁其他

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 近期工作说明书[1] | 2.8 | 6.8 | 2.5 | 5.8 |
| Lu¨scher等人，（2019）[24] |  |  | 2.3 | 5.0 |
| Kim等人，（2019）[9] |  |  | 2.4 | 8.3 |
| Karita等人，（2019）[25] |  |  | 2.6 | 5.7 |
| Han等人，（2019）[26] |  |  | 2.2 | 5.8 |
| 这项工作  LAS+基线规格 | 2.8 | 6.8 | 2.4 | 5.7 |
| LAS+LibriFullAdapt公司 | 2.6 | 6.0 | 2.2 | 5.2 |

3.2. Google多域数据集

## 3.2.1. 数据和扩充

我们研究了在Google多域数据集上训练时SpecAugment的效果[2]。我们考虑了五个测试集Search、Search noise、TTS Audiobook、Telephony和YouTube来衡量网络的性能。所有训练和测试数据都是匿名的。

作为我们实验的基线，我们通过使用[3]中描述的房间模拟器来增加输入数据。训练时，随机选择房间模拟器的各种因素，包括房间大小、混响时间、麦克风位置、语音和噪声源、信噪比，并应用于所有输入语音。注入的噪声是从匿名的YouTube音频或现实生活中的噪声集合中采样的。通过将这些扰动应用于搜索测试集，构造了测试集搜索噪声。

网络输入是一个对数mel频谱图，使用32毫秒的帧窗口和10毫秒的位移从音频中获取。log-mel频率系数有128个维度，高度为512，步长为3。文本使用词汇量为4k的词块模型（WPM）[27]进行标记化。

我们考虑了五种不同的输入配置：MTR数据、clean数据、应用SpecAugment的MTR数据、应用SpecAugment的clean数据，最后将clean数据与应用SpecAugment的MTR数据以8:2的比例混合得到数据。在分解特征后对谱图进行增强，得到128维特征的阵列。然后将增强后的频谱图重新压缩为原始形式并输入声学模型。

我们提出了一个香草SpecAugment政策，我们表示SpecAugBasic培训的结果。此策略有两个频率掩码和两个时间掩码，其中=50。没有使用时间扭曲。作为一个控制实验，我们还训练了仅使用两个=27的掩模的频率掩模增强数据的网络。*T型F级*

## 3.2.2. RNN传感器上的规范（RNN-T）

我们训练了[28]中描述的RNN-T模型。编码器是

一个单元大小为2048的8层单向LSTM，而解码器是具有相同单元大小的2层LSTM。没有使用语言模型。

我们注意到，由于其流的性质，该模型产生较弱的上下文信息。尽管如此，我们还是从时间掩蔽中获得了收益，正如我们很快演示的那样。

如[28]所述，我们的RNN-T模型严重依赖于层标准化[29]。需要注意的是，时间掩码的应用使得隐藏激活的方差消失，这在存在层规范化的情况下破坏了训练的稳定性。即使使用积极的方差下限，当网络变得更深时，这仍然会导致巨大的梯度。为了缓解这种不稳定性，我们在时间掩蔽区域中加入高斯噪声，从而稳定训练。

## 3.2.3. 结果

使用不同增强方法训练声学模型的结果如表3所示。请注意，当SpecAugment应用于MTR之上时，所有测试集的性能都会降低到基线以下。

同时，我们发现，当SpecAugBasic应用于干净的话语时，它在所有“自然测试集”上的表现都优于基线，而在用MTR搜索领域话语得到的合成测试集上，它的表现更差。然而，这种退化可以通过en来解决-

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 表3。各种扩充方案在Google多域数据集上的性能。   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | 增强 | 搜索 | 搜索噪音 | TTS有声读物 | 电话 | YouTube网站 | | MTR（基线） | 6.6 | 9.6 | 4.6 | 7.8 | 11.8 | | 对照实验  清除数据 | 6.7 | 14.3 | 4.5 | 10.3 | 11.3 | | 基本+地铁 | 6.9 | 9.7 | 4.5 | 8.2 | 10.8 | | 仅频率屏蔽 | 6.4 | 13.4 | 4.8 | 8.0 | 11.4 | | 规格增大  SpecAugBasic清洁 | 6.2 | 12.9 | 4.2 | 7.2 | 10.3 | | SpecAugBasic和MTR（20%）混合 | 6.3 | 9.4 | 4.2 | 7.2 | 10.4 | |

将spec扩展数据与MTR数据合并，如表的最后一行所示。

我们注意到，虽然我们已经用自适应时间掩蔽策略进行了实验，但还没有发现比固定策略性能更好的策略。自适应时间掩蔽对这个数据集的好处还有待观察。

我们强调训练后的模型是一个流模型，其性能仍有显著提高。此外，我们还发现时间掩蔽在提高网络性能方面起着重要作用，这一点从YouTube数据集上的评估结果可以明显看出。

# 4总结与讨论

我们发现，SpecAugment尽管简单，但与经过时间检验和更复杂的增强方法相比，它在大规模数据集上产生更好的增益。鉴于SpecAugment的计算优势，我们发现它在工业规模任务的数据管道中有着巨大的潜力。

我们为SpecAugment引入了自适应时间掩蔽。在Google多域数据集上，我们还没有找到一种比非自适应策略更有效的自适应策略，但是我们已经在librispeech960h上证明了自适应掩蔽的有效性，我们期望在SpecAugment应用于大规模任务时，自适应掩蔽的进一步探索能够带来改进。

# 5确认

我们感谢曹元元、黄燕平、梅茨、纳拉亚南、彭若明、赛纳特、谢启哲和佐夫对我们实验的有益讨论和帮助。
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